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Introduction



Course logistics

= Course website (http:https://loperntu.github.io/comsem/)
= Check the updated schedule constantly

= Active participation: lectures, reading and coding assignments,

(seminar discussion), term paper


http:https://loperntu.github.io/comsem/

Computational Semantics: What and Why

= Semantics is the study of meaning (communicated through
language).

= Linguistic description is an attempt to reflect a speaker’s linguistic
knowledge, the semanticist is committed to describing semantic

knowledge.

= Computational semantics and Al core (NLP, NLU).
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Meaning and Computation

Linguistics-oriented : Using computational models to gain a better

understanding of how language works.

Engineering-oriented : Using computational models to build

language technology/applications.




Computational Semantics

= formally (and scientifically) describe the meanings of human/natural

language.

= reveal the mechanisms of (meaning) understanding (incl. how

meanings are learned, processed, stored, transferred, etc.).



The nature of meaning
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= Ontologically, what meaning IS/NOT ?

= Technically, operationalize the concept of

Natural Language Understanding via its Evaluation Benchmark).
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Form-Meaning Pairs
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. script (a/phabet, character, kana) | morpheme,

lemma, word, phrases, sentences, text, discourse, .. (emoticon?)

Not all languages have a word for ‘word’

Not all languages have a word corresponding to English ‘word’:
Warlpiri, again, makes no distinction between ‘word’, ‘utterance’,
‘language’ and ‘story’, all of which are translated by the noun yimi.
In Cup’ik (Yup’ik, Central Alaska), the word for ‘word’ also means
‘sayings, message’ and ‘Bible’ (Woodbury 2002: 81). Dhegihan (Siouan,
North America) has a single word, fe, referring to words, sentences
and messages (Rankin et al. 2002).

source: Riemer
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Arrival: heptapod logograms

HEE— N Al B LUZ ETE R E L

” C“? @’Q C}Q
@OG@@O@C»
aleletethlsiate}
DO ODG




Semantic phenomena



Meaning relations

= conceptually, PARADIGMATIC AND SYNTAGMATIC RELATIONS

= |ogically, ENTAILMENT, CONTRADICTION, PARAPHRASE

=>
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Polysemy and Prototype Effect
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Connotations
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a subtle aspect of meaning
CONNOTATIONS are shifting and idiosynchractic associations

which a word may have for some speakers but not for others.

e.g., 'feminist’
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Anaphora / co-reference resolution Task

The task of resolving what a pronoun, or a noun phrase refers to.

= John took two trips around Taiwan, they were both wonderful.
= The cat caught the mouse because it was slow/quick.

= The physician hired the secretary because he/she was overwhelmed

with clients.

This leads us to the involvement of Linguistic knowledge, Common-sense

knowledge (and bias)
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Emotion also plays a role
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Figure 1: Iconic and imagic diagram of the vowel monophonemes.[2]
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Linguistic approaches
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robustly with the richness, variety of meaning in language with its

ambiguities and underspecification.
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Emergent Subfields

= Computational semantics
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Emergent Subfields

= Computational semantics

= Semantics of social media
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Emergent Subfields

= Computational semantics
= Semantics of social media

= Historical semantics
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Emergent Subfields

= Computational semantics
= Semantics of social media
= Historical semantics

= Neuro semantics
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Emergent Subfields

= Computational semantics
= Semantics of social media
= Historical semantics

= Neuro semantics

= Multimodal / cross-cultural / multi-brain semantics
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Linguistic Approaches to Meaning
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» JERX#E$H Truth-conditional theories

» BBHIBEE Conceptualist theories
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» RIUIBEFAL engineering question and/or SREAHKH scientific
question (FIEAEZE - (HNEKESIARR XD)

e
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(Computational) Representation




Semantics and Computational Semantics

Semantics in computational terms | #5877 {558 Mlam A B 2 HH e
Key challenges

» BN EFR formalization of lexical meaning and related world

knowledge
» #HEEFR compositional analysis of sentence meaning

= S S . . .
» ERER modeling context and conversation to connect semantics

and pragmatics
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Computational Semantics

A Brief history
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logical metalanguage of formal semantics
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Symbolic logic
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A random walk through NLP
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What does the achievement reveal?

“Fair” clusters

legal sense - adjective

e the fair use a

« just and equitable
L 0,00 s all fair in biolog

amount - adj
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* mathematical sense - adjective
. - For example, the er of a fair coin

fair play

world fair
this fun fair cvery

gathering -

a fair

noun

coin

Coenen et al: Visualizing
and Measuring the

Geometry of BERT,
arXiv

http:

s://arxiv.org/abs/1906
02715
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Representation issues in semantic theory
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bridging computer science and semantics is that of representation.

= Any semantic theory needs some way to state the meaning of an
expression, called semantic representation.[1], and the
metalanguage of semantic representation is called SEMANTIC
METALANGUAGE (e.g., higher-order intensional logic (Montague
1974, Dowty, Wall & Peters 1981), set theory (Barwise & Cooper
1981), discourse representation theory (Kamp & Reyle 1993),
dynamic semantics (Groenendijk & Stokhof 1990, Muskens 1996) )
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Representation issues in semantic theory

Representation

R MR GTERITTIEATR

A representation is a symbolic structure in a system that can be
understood to encode specified information—to carry meaning—
because of mechanical processes that produce the representation
as a function of appropriate states of the world and use the rep-

resentation to guide the system’s behavior in appropriate ways.
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Issues

Semantic primitives/primes

= ars combinatoria (UNIVERSAL CHARACTERISTIC)

= M. Bierwisch, J.Katz, R. Jackendoff, A. Wierzbicka
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Issues

Universality and Anglocentrism

The term refers to the distortions that can arise when the concepts,
values, or practices of people of one culture are described through the
prism of concepts from an alien culture (the culture of the investigators

)

2

2will be discussed in UNIT 7
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Issues

Discreteness

= vagueness and subjectivity

= FAMILY RESEMBLANCE (Wittgenstein)
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Issues

Linguistic, Encyclopedic/Common sense knowledge

= impossible to draw line between linguistic knowledge and other

knowledge?
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Issues

Semantics vs Pragmatics

» ahaiEFE (lexical meanings) ~ SIERNE, (grammatical knowledge)
B FRRNEE (#55%) (world knowledge) BAE AR 77 (HFEE AT

» PEEJREANFRGESREAET B (emerged) ~ Z2E BLAZHARY o

» ERNGEEREFEUEEE - WaAENHEEE (goals and

intentions of interlocutors in communicative exchanges)
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Analysis and Applications




Semantic applications
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mindsets that promote long-term (computational) linguistic learning
Academic tenacity

= Search mindset to develop knowledge

= Analytics-aware to connect society
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Plan for the semester

= Vector Semantics 2
= Graph Semantics

= Multimodal Semantics and Other applications

2Required math will be gently touched when encountered
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